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1. INTRODUCTION

Man-in-the-loop real time simulation, with a sophisticated simulator,

requires a large computation facility to provide the capability for effective

and detailed mathematical modeling of the air vehicle and its subsystems, as

well as provide the medium for execution of simulator hardware (motion,

visual and instrument) drives. Analog computers offer simultaneous real

time solution of equations and maintain a continuous solution which makes

this method of computation attractive, especially for modern high-speed

fighter aircraft flight control system mechanizations. The flight control

systems typically involve frequencies which are a decade higher than the air-

frame. However, as an analog simulation grows in size and becomes more com-

plex, checkout and setup become lengthy. Also, more sophisticated flight

control systems usually require gain scheduling which then tends to require

straight line function generation approximations on the analog computer.

Digital computation, on the other hand, allows for rapid setup and re-

peatable results, and although function generation is still straight line ap-

proximation, many orders of magnitude increases in data points are achieved.

Digital computation also allows for detailed airframe modeling through exten-

sive nonlinear aerodynamic data tables. However, digital computers require

finite time intervals for computation resulting from the serial processing

of information. Simultaneity can be achieved in the digital computer through

iterative solutions, but would require larger computational time intervals

which may have a more adverse effect on the solution accuracy than the serial

solution. This is particularly true when numerical integrations are required

during the computational cycle. Many large simulation mechanizations run in

a hybrid fashion, where both analog and digital computing methods are employed.

In operating a hybrid computer configuration, the best features of both analog

and digital computation are utilized; however, errors and problems associated

with both, and the communication link between them, must also be addressed.

"--'21



The objective of this study was to investigate error sources that are

inherent in analog, hybrid, and digital computation. An extensive evalua-

tion of existing literature was accomplished for identification of compuLer

error sources, whether hardware or numerical in nature. Initially, error

sources were examined analytically for source and expected magnitude. These

possible sources of error were then evaluated for the determination of pri-

mary sources and subsequent determination of controllable sources. A con-

trollable error source is one which might be deliberately induced or altered

for experimental evaluation.

Once the controlled error sources were identified, they were evaluated

dynamically with computer mechanizations. Four mathematical models of an

airframe were constructed. One was an all analog configuration and the

other three were various hybrid configurations. The controlled error sources

were then injected into the problem such that their effects on the simulated

(numerical) airframe response could be examined. In all evaluations, the

numerical response was related to a closed-form solution of the equations-

of-motion representing the airframe.

An additional all-digital airframe mechanization was developed which

utilized an accurate high-order predictor/corrector integration technique.

This computer configuration was utilized solely to evaluate the effects of

digital computer frame time on the dynamic response of the simulated air-

frame. Error accumulation was also addressed in this study from the concept

of a particular computer configurations ability to maintain a steady-state

condition.

Section 2 of this report presents a summary and overview of the study,

Section 3 then discusses the analytical evaluation of error sources charac-

teristic to particular computer configurations while Section 4 presents the

effects of these error sources on the dynamic accuracy of an airframe simula-

tion. Effects of digital computer frame time and error accumulation are dis-

cussed in Sections 5 and 6, respectively.

i 2
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2. SUMMARY

The investigation of hybrid computer errors in engineering flight sim-

ulation was accomplished at the Northrop Corporation-Aircraft Group, Flight

Simulation Laboratory in Hawthorne, California. Although many error sour-

ces are stochastic or random in nature rather than deterministic, and ob-

viously many error sources are directly a function of the computer hardware

and its maintained condition, certain types of errors which are present in

hybrid simulations can be catagorized due to the specific computer configura-

tion utilized.

In this study, four separate computer configurations were mechanized

for the investigation of the effects of error sources on a typical man-in-

the-loop aerospace simulation problem. Since it has been shown that even

if the complete nonlinear equations are solved on the computer, simplified

linearized equations adequately represent the dynamic equations being solved

which offer insight into potential computer solution errors (see Reference

53). For this reason, a linear airframe model was utilized for the inves-

tigation of the effects of error sources on solution accuracy. Furthermore,

as presented in Reference 53, it has been shown that short period airframe

dynamics tend to be the most critical to the effects of computer errors.

This conclusion indicates that only a two-degree-of-freedom longi-

tudinal airframe need be simulated to investigate hybrid computer errors.

However, since it was desired to examine the effects of hybrid computer

errors relative to both high and low frequency equations, a three-degree-of-

freedom longitudinal airframe mechanization was maintained. Henceforth, the

forward, pitch, and vertical acceleration airframe equations were mechanized.

Since the airframe pitch attitude is greatly affected by both the short per-

iod dynamics and phugoid motion of the airframe, this variable was utilized

extensively throughout the report to indicate results.

Before proceeding with a summary of results, it is worthwhile to de-

scribe the computer hardware which was utilized in the study. Since both

3



analog and hybrid tests were required as well as several types of hybrid

configurations with dual CPUs, shared common memory and a digital Input/

Output (I/0) link, specialized and versatile computing equipment was re-

quired to support this study. A small portion of the Northrop Corporation

Flight Simulation Laboratory's computer facility was utilized to meet this

requirement. As shown in Figure 1, three separate Harris Slash 4 digital

computers, a shared common memory between two of the Slash 4 computers, an

I/O link between two of the Slash 4 computers, digital computer peripherals,

an Electronic Associates Incorporated (EAI) hybrid linkage, and a Comcor

5000 analog computer were utilized in the study.

DLP ER IPH E RA L S

/4 S M / HI
SMD MH

EAI

HYBRID ICOMCOR 5A
9 SLINKAGEI

/4 MD: HARRIS SLASH 4 MASTER DIGITAL, 56KW' /4 MH: HARRIS SLASH 4 MASTER HYBRID, 24KW

MS4 /4 MSI: HARRIS SLASH 4 MULTIPLE SYSTEM INTERFACE, 96KW

SCM: MULTI-PORT SHARED COMMON MEMORY

EAI HYBRID LINKAGE: 64 A/D, 192 D/A, 96 CONTROL LINES,
96 SENSE LINES

COMCOR 5000: COMCOR ANALOG, 400 Amps

FIGURE 1. GENERAL COMPUTER CONFIGURATION
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The first computer configuration studied utilized the Comcor 5000 ana-

log computer as a stand alone computing system. The second computer con-

figuration examined was a simple hybrid arrangement with a single Central

Processing Unit (CPU), the Comcor 5000 and the EAI hybrid linkage. The

Master Digital Slash 4 CPU and Master Hybrid Slash 4 CPU, shared common

memory, EAI linkage, and Comcor 5000 computer constructed the third computer

configuration. Finally, the fourth computer equipment setup utilized the

Master Digital Slash 4, the Multiple System Interface Slash 4, an 1/O link

EAI hybrid linkage, and Comcor 5000 analog computer. All computer configura-

tions utilized a magnetic (Mag) tape unit peripheral to the Master Digital/

Hybrid Slash 4 computers. This was even true of the all analog case de-

scribed earlier. The Mag tape unit was required for purposes of recording

data for a subsequent Power Spectral Density (PSD) analysis.

One of the best methods for investigating error sources is to artifici-

ally increase known errors and then measure their effects. Therefore,

during the testing for the effects of hybrid computer errors on simulated

airframe solution accuracy, a predetermined controlled error scurce con-

figuration was injected into the problem. The influence of the controlled

error source could then be noted.

For the majority of the analysis, a PSD approach was utilized. The

power spectra of a simulated airframe response was generated for airframe

pitch attitude, forward velocity, and angle of attack. This power spectra

was then related to the theoretical PSD. After a theoretical reference

frequency was established, the shift in reference frequency and power mag-

nitude shift at the reference frequency was measured for the airframe vari-

ables mentioned above.

In the analog configuration runs, it was found that if the potenti-

ometer settings were set higher than nominal, the pitch attitude power at

the reference frequency would drop. Also, the reference frequency would

5



shift to a higher value. A previous study (Reference 83) showed that a

shift in power spectra magnitude denotes the presence of time delay.

Furthermore, it was found that for high tolerance potentiometer values, the

angle of attack variable and forward velocity variables increased power at

the reference frequency.

Investigations with the hybrid-single CPU runs indicated a sensitivity

of the short period and phugoid mode dynamics to time delay associated with

the hybrid linkage operation. The effect of the hybrid linkage quantization

resolution was found to increase the reference frequency power for pitch

attitude while decreasing power for forward velocity when the linkage word

size was decreased to coarser values. Digital computer frame time influences

tend to increase the reference frequency power with increasing frame time.

Furthermore, as the frame time increases, the reference frequency tends to

increase in value while the phugoid mode period decreases in value. In all

runs for this computer configuration, the hybrid linkage greatly effects

the low frequency dynamics as a substantial increase in phugoid frequency

of the simulated airframe was observed.
1

When dual CPUs (Master Hybrid and Master Digital) were utilized with

a shared common memory, it was found that the hybrid linkage word length

had a large effect on the forward velocity response. This was due to the

integration of the forward acceleration equation on the analog computer

(Section 4 details the exact configuration). The results indicated an

improvement with lower quantization resolutions. Since the pitch and ver-

tical acceleration equations were computed and integrated in the digital

computer, the effects of quantization resolution and time delay due to the

hybrid linkage were very slight. Small changes in reference frequency

power were observed due to the change in analog elevator surface inputs

through the linkage.

6



It was found that when the 'taster Hybrid frame time was held constant,

an increase in the Master Digital frame time produced a decrease in the

reference frequency power. When the Master Hybrid frame time was increased

with a constant Master Digital frame time, the power change at the refer-

ence frequency increased slightly up to a certain point. A further in-

crease in the Master Hybrid frame time, however, offered improved results.

The effects of numerical integration technique on solution accuracy tend

to increase both the reference frequency power and location.

For the hybrid-dual CPU (Master Digital and MSI) with an 1/O link

configuration, it was found that for nearly all integration techniques,

the power shift at the reference frequency increases negatively as the

frame time increases. The one exception was for an Open Euler method.

However, this method resulted in a reference frequency shift, whereas the

other techniques examined did not distort the system frequency appreci-

ably. The 2nd Order Runge Kutta method appeared impressive for real time

numerical integration with the airframe model utilized in the study.

Effects of the hybrid linkage word length, in this computer configuration,

tended to increase the power frequency magnitude as the quantization coarse-

ness increased. This trend existed for all numerical integration methods

examined.

Effects of digital conPuter frame time were studied by constructing

an all digital-single CPU (Master Digital) airframe model with 4th order

Runge Kutta numerical integrations. Results showed that frame time had

virtually no effect on the forward velocity variable while angle of attack

and pitch attitude were greatly influenced by computer frame time.

Error accumulation for the analog and three hybrid computer configura-

tions was investigated by observing the ability of the simulated airframe

(in each unique computer configuration) to maintain a given steady-state

trim condition. The net effect of accumulated error was to reposition the

airframe at a new steady-state trim point. This repositioning occurred for

all variables (forwardi velocity, pitch attitude and angle of attack).

Ldd



The above discussions presented a brief overview of the results of

this study. Besides presenting the analytical aspects of hybrid computer

errors, the following sections describe in detail and justify the afore-

mentioned results, as well as present the exact test conditions and computer

configurations utilized.

3
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3. REAL TIME COMPUTER ERRORS - ANALYTICAL CONSIDERATIONS

3.1 Literature Survey

An extensive literature search was made from the Defense Documenta-

tion Center (DDC) data banks at the Los Angeles facility. This is a

user interactive (on-line) computer retrieval system to correlate

requested subject areas and identify pertinent documents. The strategy

utilized for this study provided for three levels of correlated search.

The terms below were searched by the DDC computer (terms preceded by

the asterisk denote weighted retrieval terms).

FIRST LEVEL SEARCH TERMS

Analog Simulation
*Computer Applications

Computer Program Reliability
Computer Program Verification
*Computer Programming
*Computer Programs
*Computerized Simulation

Digital Simulation
Hybrid Simulation
*Mathematical Models
Numerical Integration
Numerical Methods and Procedures
Runge Kutta Method

SECOND LEVEL SEARCH TERMS

' Algorithms
Computer Errors
Corrections
Difference Equations
Differential Equations
Error Analysis
Errors

THIRD LEVEL SEARCH TERMS

Real Time
Stability
Time Dependence
Time Domain
Time intervals
Time Lag Theory

9



From this search strategy, a total of 307 documents were

identified as being pertinent to this study by the DDC Computer.

Abstracts of these documents were requested and reviewed, from which

50 were eventually selected as being required research literature for

this study. In addition to these references, an additional 286 docu-

ments were reviewed for relevancy to this study. These latter

documents are a part of the reference library in the Northrop Flight

Simulation Laboratory.

There appears to be an exctreme amount of literature on numerical

techniques associated with digital computation relative to that avail-

able on analog techniques. This indicates the trend and interest in

the use of digital computers to simulate detailed large-scale systems

with a minimum amount of computer hardware. Most analog references

examined were generated in the 1950's and 1960's, indicating the

earlier use of this method of computation. As with the digital compu-

tation references, errors associated with hybrid methods are exten-

sively discussed, again denoting the desirability and interest in the

use of digital computers for detailed simulations requiring mass data

storage, function generation, or decision logic. In general, there

is a lack of documented literature on the use of parallel digital

computers with communication through a shared common memory. This is

also true of the case of multiple digital computers communicating

through an Input/Output link, although this case can almost be treated

as a single processor if proper data-block transfer methods are

employed.

3.2 Analog Configuration

An analog computer performs computations, m'emorizes , and makes

logical decisions on variables in a continuous parallel manner. There-

fore, analog computers are especially suited to the solution of

differential equations (i.e., performing integration). There seems

10



to be agreement within the literature that under ideal laboratory

conditions, the accuracy of the analog computer can approach 0.01

percent of full scale voltage. However, the accuracy of typical

analog computers commercially available tends to range between 0.1

percent and 5 percent of the maximum variation of the variables of

interest.

Analog components in the computer have a poor memory capability

since machine variables can only be retained for the period of time

that capacitors associated with the integrating components can retain

them. Another limitation of this type of computer results from the

fact that variables must be scaled. Scaling is the procedure of prop-

erly setting the attenuator (potentiometer) and amplifier gains. The

goal is to provide an adequately large output signal, to reduce the

effects of noise, while preventing saturation of the system.

With the analog computer, solution accuracy is directly a function

of the accuracy of the computing components. Analog computer errors

can be divided into two classes: static and dynamic. Static errors

are those caused by misalignments, component imbalance and tolerance,

incorrect pot settings and equipment malfunctions to name a few. Dv-

namic errors are caused by inadequate dynamic characteristics of the

equipment which include noise (instantaneous disturbances) and

component transfer functions. The net effect is that the computer

solution is relative to a machine equation rather than the actual

equation.. These machine equatic .s produce shifts in the characteristic

roots of the differential equation being solved.

Errors occur in operational amplifiers (Op Amps) when the voltage

from grid-to-ground differs from zero. Normally, Op Amp grid voltage

and current are assumed to be zero. However, amplifiers do not have

an infinite open-loop gain and some grid voltage is required to have
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the desired output. Also, if the amplifier is not perfectly linear

there will be some curvature to the grid voltage in output voltage

characteristics, equivalent to a variation in gain. The grid voltage

may also have an offset due to drift.

An Op Amp, when used as a summer, will also have a dynamic error

since the amplifier has a finite bandwidth. Some studies, as presented

in Reference 74, found that an error of 1 percent can occur when the

adder bandwidth is 2000 times the highest frequency in the differential

equation solution. This dynamic error can be described as having the

frequency response characteristic of a first order lag transfer function,

or:

Eout 5 
31E, Ts+l(31

in s

The principal component of the time constant (T ) is the lag due to the

capacitance from the output to input in parallel with the feedback

resistance. Also, there will be a small component due to a lag in the

amplifier forward loop which is dependent on the closed loop gain K

The summer time constant can be determined experimentally by measuring

* the phase shift of a sine wave buffered by an Op Amp relative to the

pure input sine wave. The ratio of the phase shift to the input sine

wave frequency will then determine T . This procedure is described

in detail in Reference 13.

For the integrator, as in the case of the Op Amp, grid voltage may

occur due to finite amplifier gain, non-linearity, or changes in the

effective bias of the amplifier. Grid voltage may also come from feed-

back capacitor leakage resistance. Grid voltages due to above causes

will generally exceed the short-term drift, and will be comparable in

magnitude to the long-term drift. Regardless of the cause, the overall

12



effect of integrator grid voltage is to limit the available computing

time for a desired accuracy. In general, the number of computing

elements should be minimized and d-c amplifier gains should be kept as

low as possible so as to minimize the effects of noise and drift.

One method for determining the drift characteristics of an inte-

grator is to construct an integrator from an Op Amp and then measure

the output with a grounded input. Reference 13 documents drift values

of 3-5 millivolts/hour (mv/hr) are typically obtained for non-stabilized

amplifiers. However, tests on 16 integrators run prior to the airframe

simulation reported in Section 4, drift values ranging from 10 mv/hr to

820 mv/hr were obtained. The integrators tested were picked at random

and were not intentionally calibrated for the test. Pre-test calibrated

integrators most likely would have produced the improved results as pre-

sented in Reference 13.

The analysis of the effects of the feedback capacitor utilized in

constructing an integrator is complex. The permittivity or dielectric

constant of the material used in capacitors is not constant, but rather

is a function of temperature and frequency. Therefore, the feedback

capacitance used with an Op Amp to construct an integrator should be

considered a variable. Reference 24 presents a model for complex capa-

citance and also considers transient current effects and capacitor

voltage recovery. Capacitor dielectric absorption has the effect of

inducing damping in the solution and changes the frequency of oscilla-

tion of the solution. The damping ratio induced by dielectric absorp-

tion is a function of frequency. The solution of a neutrally damped

simple harmonic motion ordinary differential equation is well suited to

study this phenomenon since any phase shift in the computing components

will cause either a decay or an increase in the desired constant ampli-

tude sinusoidal computer solution.

13



An analog amplifier/integrator test was performed in order to

investigate amplifier/integrator bandwidth and capacitor dielectric

absorption.

-4-I

- - REFERENCE'I 4
SYSTEM FREQUENCY 30 35 40

FIGURE 2. EFFECTS OF AMPLIFIER BANDWIDTH AND
CAPACITOR DIELECTRIC ABSORPTION

Results of the Northrop test are shown in Figure 2 along with results

of tests presented in Reference 24. The tests at Northrop were per-

formed on a Comcor 5000 Analog Computer running in real time, and solved

a simple, neutrally damped harmonic motion differential equation. As

can be seen in Figure 2, the trends are identical with the Reference 24

findings although the damping factor magnitude tends to differ some-

what between the two tests. This is attributed to slight differences

in component characteristics of different computers. It was also found

that different amplifiers/integrators in the same computer yield dif-

ferent result magnitudes.

3.3 Hybrid - Single Central Processing Unit Configuration

The hybrid - single central processing unit (CPU) configuration,

as typified in Figure 3, provides for the best features ot both analog

14



and digital computation to be utilized. However, errors associated

with both methods of computation are encountered as well as the intro-

duction of new error sources generated by the analog/digital and

digital/analog communications link (hybrid linkage).

FIGURE 3. HYBRID-SINGLE CPU CONFIGURATION

Errors associated with analog computers were previously discussed

in Section 3.2. In contrast to the analog computer, which perform

continuous computation, digital computers perform computation, memori-

zation, and logical decisions in terms of variables which appear in

discrete form as serial data sequences.

Basically, there are two sources of error in the digital solution

of differential equations:

1) Truncation Errors

2) Roundoff Errors

Truncation errors develop from the truncation of an infinite process

to give a finite difference approximation to the differential equations

being solved. Roundoff errors arise from the limited precision (due

to word length) with which arithmetic operations are carried out in

the digital computer.

Truncation errors are the result of numerical integration tech-
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niques and digital computer frame time. A numerical integration for-

mula transforms a differential equation into a difference equation.

In the process of this transformation, many of the higher order terms

of the Taylor's Series expansion representing the integration technique

are neglected or truncated. This procedure specifies the order of the

truncation error which is a function of the digital computer frame time.

If the higher derivatives of the series are assumed to be small, the

truncation error is then decreased by the use of a smaller frame time.

If the frame time is too long to handle the highest frequencies in the

modeled system, amplitude and phase errors arise as well as spectral

folding or aliasing. In general, a sampling interval of at least twice

the frequency of the system being sampled is required (Nyquist or

Shannon frequency) although a sampling frequency of 10 to 100 times the

system frequency is desirable. Truncation error may sometimes be de-

creased by using higher-order integration methods. in most cases, the

execution time required for digital computation determines the frame

time. However, since higher-order integration methods take longer to

execute, an appropriate compromise must be reached between the order

of the integration algorithm and the frame time.

Iany different types of numerical integration techniques are

available which include:

1) Single- and Multi-Step prediction methods

2) Predictor - Corrector methods

a) Iterative methods

b) "iodified methods

c) Predictor - single corrector methods

3) Single-Step methods

16
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Specific examples of these types of methods are discussed in Section

4, as they apply to real time airframe simulation. Most numerical

methods become unstable if the frame time is made too large in relation

to the time constants of the system being modeled. However, up to the

time where instability occurs, the methods may be computing with the

required accuracy, but a further slight increase in step-length into

the region of instability results in the generation of completely

erroneous solutions. Therefore, the significant difference between

the stability of a solution and the accuracy of that solution is when

a solution becomes computatively unstable, the errors increase in an

unbounded fashion and the result has no physical meaning. However, in

a computatively stable solution, the errors are bounded and the results

might appear reasonable. This appearance can be extremely deceptive

in that the results obtained might not be accurate at all.

There seems to be an absence of discussions in the literature on

the absolute effects of roundoff error. Generally, roundoff error

effects are treated in a statistical fashion, in order to generate the

bounds of their effects. Although truncation errors are more amenable

to study, occasionally these errors do not dominate. Many simulations

are rendered inaccurate because the roundoff error dominates. This is

particularly true in single precision computations in which high fre-

quency response systems are modeled.

Theoretically, it is possible to drive the truncation error to

zero as the digital computer frame time is driven to zero. Decreasing

the frame time, however, increases the number of computations and tnere-

by increases the roundoff error. As the frame time approaches zero,

the roundoff error dominates and the solution becomes unstable. This

phenomenon of how the truncation and roundoff error behave in a

17
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converse manner is shown in Figure 4. Unfortunately, the optimum

selection of the frame time based on truncation and roundoff error

considerations is quite difficult to determine in advance and becomes a

matter of trial and error with the modeled system.

COMBINED ERROR

CURVE

I

OPTIMUM h RUDF

FIGURE 4. RELATIONSHIP BETWEEN TRUNCATION AND ROUNDOFF ERRORS

As shown in Figure 3, the hybrid linkage serves as the communica-

tions link between the analog and digital computers. For the purpose
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of this study, the hybrid linkage refers to analog-to-digital (A/D),

data transfer and digital-to-analog (D/A) data transfer. In A/D conver-

sion, the major system components comprising this part of the hybrid

loop include:

i) Multiplexer

2) Sampler

3) Quantizer

For D/A conversion, the system components considered include:

1) Digital-Analog Converter

2) Analog Hold Circuits

The most serious error associated with hybrid computing systems

is time delay. This time delay is a result of the D/A and A/D conver-

sion process and the time required for digital computation. Computing

time required for digital computation is a direct function of the pro-

blem complexity which is not the case with analog computation. This is

due to the serial processing of information in the digital computer.

Multiplexing is the process of allowing a single A/D converter

(quantizer) to be time shared among a number of analog channels.

Errors associated with multiplexers include zero offsets, noninfinite

backward resistance, nonzero forward resistance, crosstalk, common-mode

pickup, electro-magnetic interference and time delay for switch closure.

Many of these errors are associated with the hardware components util-

ized in the multiplexer. Others are associated with the method or

fashion in which the hardware is configured or interfaced. The most

influential error source, as previously mentioned, is time delay. This

time delay is commonly referred to as skewing.
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As a result of skewing in the multiplex unit, the data received by

the digital computer represent two different instances in time. One

technique for avoiding this problem is to sample and hold all multiplexer

inputs. In this manner, all analog channels are sampled simultaneously

and then these sampled signals are multiplexed. However, these multi-

plexed signals now refer to or reflect the same instant in time.

Sampling is unavoidable in a hybrid simulation, since at some

instant in time, the continuous analog variables must be converted into

a sequence of digital words. Sampling is usually a synchronous process

with successive samples being equally spaced in time. Errors in sampling

occur due to the sampling operation and the sampler hardware itself. The

sampler hardware can induce switching transients and noise into the

analog sample. These errors, along with electronic cross-talk, can be

eliminated with a signal conditioner such as a low-pass filter. However,

this filtering can induce phase shifts into the sampled signals.

Another sampler error is jitter, which is a variation in the length of

time for the sampling switch to become enabled. Since the sampler switch

remains closed for a finite time interval (known as aperture time), and

the analog signal undergoes significant change during this time, some un-

certainty exists as to the signiFicance of the output of the A/D converter

relative to the time continuum being sampled

In sampling theory, a fundamental theorem of sampling was established

by C. E. Shannon which concluded that the sampling frequency must be

at least twice the frequency of the highest Folrier component of the

analog signal being sampled. In other words, two samples per cycle

are required to indicate a signals presence. However, this sample is

subject to 100 percent amplitude error under these conditions. If this

criteria is not met, spectral folding or aliasing occurs. In general.

aliasing errors occur when the time-varying signal being sampled under-

goes significant change between samples. Two frequencies are said to be

20
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-aliases of each other if sampled data points on their corresponding

sinusoids cannot be distinguished. An example of aliasing is shown in

Figure 5.

4 Hz 1Hz

0 .1 0. 03 6.4 0.6 0. 0.8 0.9 1.1 1.2
! t, SECONDS

SAMPLED DATA POINTS SAMPLE RATE: 5 Hz

FIGURE 5. SIGNAL ALIASING

In Figure 5, two sinusoidal signals are sampled at a rate of 5 Hertz

(Hz). The sampled data points of the 4 Hz sine wave are indistinguish-

able from those sampled data points of the 1 Hz sine wave. The dashed

line represents a third signal (nonsinusoidal) which has the identical

sampled output as the 1 Hz and 4 Hz sine waves. An anti-aliasing filter

can be used in front of the A/D converter to attenuate the aliases;

however if filter parameters are not properly specified, significant

gain, phase, and offset errors may be induced.

After an analog quantity is sampled, it undergoes a conversion to

a digital word format. This process is known as quantizing. Analog

hardware errors associated with quantizing include component tolerance,

zero off-sets, and drift. Digital oriented errors include roundoff

errors due to word length and digital coding technique. Reference 5

presents an example of how the specific digital code utilized in the

quantizer affects the quantizer output. In this example, a pure binary

code is employed where a binary digit change from a 0 to 1 condition
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occurs more rapidly than the change from a 1 to 0. Now, for example,

if an analog value is to change from a magnitude of 3 to 4, the

corresponding binary equivalent output from the A/D converter would

change from 011 to 100. However, if the 0 to 1 condition changes more

rapidly than the 1 to 0 condition, for brief instant in time the A/D con-

verter output would be 111. This would produce an erroneous converter

output during the conversion process. This type of error can be elimin-

ated by conversion complete pulse timing. Another method of avoiding

digital coding error is to employ special binary codes in which the

change from a number to the next smaller or larger number never involves

more than a single binary digit at a time.

A major error source in the quantizing process is due to word

length employed in the quantizer. Typical word lengths can range from

4 bits to 15 bits, with sign included. The quantizer word length

determines the input analog level requirement for the A/D converter

output to discretely jump to the next quantum level, q. The quantum

level (or grain) q is defined as:

q = Efs (3-2)

2n-

where:

Efs = full scale analog input

n = quantizer word length (in bits) with sign included.

Quantization errors become significant when it is impractical to utilize

a sufficiently large number of bits in characterizing the continuous input.

An example of a quantized signal is shown in Figure 6. The signal

being sampled is a smoothly varying continuous function of time. The
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FIGURE 6. QUANTIZED SIGNAL

quantizer output, however, remains constant while the input signal re-

mains within the boundaries of a quantum level and then changes abruptly

by one full level when the signal crosses the boundary. The distortion

or error consists of the difference between the input and output signals.

The maximum instantaneous value of error is one half of one quantum level

while the total range of variation is from negative half level to a

positive half level. This error is sometimes referred to as a per-step

quantizer error.

Since at any given instant of time an input signal might be rapidly

crossing back and forth over a quantum level boundary, the distortion

caused by quantizing errors produces an effect similar to that of an

independent source of noise. Therefore, due to the stochastic nature

of the quantizer output, most error analyses of quantization takes a

statistical approach. Furthermore, as can be seen in Figure 6, quantiza-

tion is a highly nonlinear process. Incorporation of such a process

within a system makes the entire system nonlinear and therefore difficult

to analyze analytically. However, a statistical approach greatly reduces

the problem complexity by giving average results. Statistical descrip-

tions of quantization turn out to be fairly straight forward and easy

to obtain since the quantizer output density distribution is obtained
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by a linear sampling process operating upon the input distribution

density.

Assuming a unit ramp input to the quantizer, the quantizing char-

acteristic is that as shown in Figure 7.

Sq

7q

6q -

4q -

3q

2q

lq

-8q-7q-6q -5q- 4 q-3q-2q-lq lq 2q 3q 4q Sq 6q 7q Sq

-2q - INPUT
-3q -

,4q -

-5q
[

-7q

-8q

FIGURE 7. QUANTIZING CHARACTERISTIC

The corresponding quantizing error is therefore characterized by the

sawtooLh signal shown in Figure 8. From the error characteristic shown

in Figure 8, the mean square error of the quantizer can be computed as

one twelfth of the square of the quantum level magnitude. The accuracy

is always improved by decreasing either the sampling rate or quantiza-

tion grain, or both. However, for course quantization, a rather high

increase in sampling rate is required to improve performance. For this

case, a small decrease in quantization grain is much more effective.
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FIGURE 8. QUANTIZING ERROR CHARACTERISTIC

On the other hand. if the quantization grain is fine and a further de-

crease in grain size offers little improvement, only by an increase in

sampling rate would a significant improvement be achieved.

As previously mentioned, time delay is a major source of error in

the A/D conversion and D/A conversion processes. A series of tests were

run to demonstrate the effects of hybrid linkage time delay on solution

accuracy. A linear, second-order, simple harmonic ordinary differential

equation (whose theoretical solution is neutrally damped sinusoid) was

mechanized. This type of equation is particularly well-suited to this

method of investigation, since any time delay induced into the mechaniza-

tion will change the damping characteristics of the modeled system. The

digital processor was free running, and was used only to read the A/D

converter and output to the D/A converter. Therefore, time delay in

the hybrid solution would be primarily due to the hybrid linkage. The

system frequency and number of A/D and D/A channels were varied to in-

vestigate the time delay effects. The results of the test are shown in

Figure 9.
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FIGURE 9. EFFECT OF A/D AND D/A CONVERTER TIME DELAY

As can be seen in Figure 9, the simple harmonic frequency was

varied between I and 10 radians per second. Numbers of A/D channels

examined were from 20 to 60 whereas 50 to 150 D/A channels were examined.

For a D/A test, only a single A/D channel was utilized; whereas, for an

A/D test test, only one D/A channel was used. The measure of time delay

was in the effective damping factor of the hybrid solution. Note in

Figure 9 how the solution consistently diverges for all test conditions

examined (again, the theoretical solution is neutral stability). System

frequencies were kept below 10 radians per second since analog bandwidth/

capacitor dielectric absorption tests described earlier showed similar

(but with less magnitude) trends at higher frequencies.

The purpose of the D/A converter portion of the hybrid linkage
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system is to translate the sequence of words produced in the digital

computer into continuous analog voltages. Electronic analog errors

induced by the DIA converter are typified by zero off-sets, jitter, and

component tolerances. Besides the serious errors induced by linkage

time delay (as discussed in the previous few paragraphs) another major

error source in the process is due to the data reconstruction method

(hold circuits).

Several types of hold circuits, as shown in Figure 10, are available

for hybrid linkage systems.

(a) Wd

FIGURE 10. DATA RECONSTRUCTION HOLD CIRCUITS

In Figure 10 the following hold circuits are depicted.

(a) Zero-order hold

(b) Zero-order hold with data predicted one-half

frame time ahead

Wc First-order hold

(d) First-order polygonal hold

The zero-order hold output from a D/A converter represents the recon-
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structed analog variable which is correct at the beginning of each hold

period. Furthermore, at this time the reconstructed data usually repre-

sent a delayed output due to hybrid linkage time delay. Although the

output is delayed, the zero-order hold circuit causes no phase distor-

tion. Smoothing with a low pass filter nay help but will induce phase

shift. For better data reconstruction, analog circuits can be built

up to generate extrapolation polynominals to match successive data

points. The simplest is the first-order hold which implements a linear

extrapolation from the last two data points. This type of hold circuit,

however, causes distortion of the sampled data signals with respect to

magnitude and phase. Linear interpolation between the last and next new

data point is desirable, but the next data point is in the future and

can only be predicted. Exact reconstruction can be achieved with an

n-th order polynominal extrapolation if the desired signal is a polynom-

ial of degree less than or equal to n.

3.4 Hybrid-Multiple CPUs With Shared Common Memory Configuration

The hybrid-multiple CPU configuration, with communication between

the digital computers through a common area in core, is shown in Figure

11. In this configuration, error sources inherent in the single CPU-

hybrid configuration, as discussed in Section 3.3, are experienced as

well as some unique errors due to the common memory usage. In this con-

figuration, it is assumed that only one of the digital processors acces-

ses the hybrid linkage.

The most significant additional error source of the computer con.-

figuration shown in Figure 11, relative to the hybrid-single CPU case,

is due to common memory skewing. Common memory skewing is caused by

the free access and modification of the common area of memory by mul-

tiple uninterrupted CPUs. When multiple CPUs are used in a parallel

uninterrupted fashion, a variable in common memory might be accessed

or modified prematurely while attempting to maintain continuity be-

tween the parallel processors for a given instant in time. A simple

example exemplifies this phenomenon.
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FIGURE ll. HYBRID-:ILTIPLE CPUS WITH SHARED CO,1O, MEMORY CONFIGURATION

Two CPUs are operating at different frame times. CPU No. 1 com-

putes aerodynamic data (table lookup) and executes at 20 milliseconds

(msec) while CPU No. 2 computes the aero angles (angle of attack and

sideslip angle) and executes at 10 msec. Assume that all of the

scheduled time is required for these computations. At the top of the

frame, both CPUs start their executions. CPU No. 1 begins aero data

generation as a function of angle of attack and sideslip while CPU

N;o. 2 begins generating more current values for the aero angles (say,

due to gusts). Now at the end of CPU No. 2 s frame, CPU No. 2 updates

angle of attack and sideslip. However, CPU No. 1 continues generating

aero data, only now it is reading new and different values for the aero

angles relative to those read at the top of its frame. This timing mis-

match can cause considerable error for fast moving variables.
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Another example (of a more complex problem) shows how parallel un-

interrupted processing can require significant timing considerations.

Assume that a linearized airframe simulation is comprised of 6 major

program modules and is allocated into 2 CPUs which operate at the same

frame time. Moduie 1 (ADC) is where all pilot inputs are read in from

the A/D converters. Module 2 (AERO) comprises the aerodynamic data

and force/moment buildup which is a function of airframe surface posi-

tions (from the Flight Control System), angle of attack and sideslip

angle. Module 3 (EO1) computes the airframe equations-of-motion as

well as the angle of attack and sideslip angle based on the forces and

moments generated in the AERO module and Euler angles from the aircraft's

direction cosines. Module 4 (ENGINE) performs computations relative to

the aircraft engine model based on A/D conversion readings of throttle

position, while Module 5 (CONT SYS) performs the digital flight control

system computations relative to the pilot inputs brought in by the ADC

module. The last module, number 6 (DC), computes the Euler rates based

on the airframe body rates as computed in the EOM module and determines

the aircraft inertial orientation. For this example, it is assumed that

the variables computed in each module are not transferred to common

memory until the end of the module's computation and that all inputs are

required at the top of module. The following computation times for each

module are assumed:

1) Module 1 (ADC) = 2 milliseconds

2) Module 2 (AERO) = 6 milliseconds

3) Module 3 (EOM) = 2 milliseconds

4) Module 4 (ENGINE)= 3 milliseconds

5) Module 5 (CONT SYS) = 4 milliseconds

6) Module 6 (DC) = 3 milliseconds
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To aid in the understanding of the significance of common memory

skewing, a ":timing diagram'; of the airframe simulation example is con-

structed as shown in Figure 12. It might be noted that in a timing dia-

gram, the module lengths are drawn and scaled proportionately to the

actual time required to perform the computations of that module. It is

in this fashion that module synchronization between parallel digital

computers can be established.

(D ADC I

ENGINE
©

AERO CONT SYS FRAME N-1

SDC
EOM

o C) ADC
C ENGINE

©0

AERO CONTSYS FRAME N

SDC
EOM

FIGURE 12. TIMING CHART
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From timing diagram shown in Figure 12, the following conclusions

about "Frame n" can be made:

1) ENGINE (Module 4) uses Frame n-l and Frame n ADC data

2) CONT SYS (Module 5) uses Frame n ADC data

3) AERO (Module 2) uses Frame n-l EOM and CONT SYS data

and Frame n CONT SYS data

4) EON (Module 3) uses Frame n AERO and ENGINE data and

Frame n-l DC data

5) DC (Module 6) uses Frame n-l EOM data

As can be seen from the above conclusions, during a typical frame

in the parallel processors, current computations use a combination of

previous frame results as well as cc-rent frame results. The severity

of this common memory skewing is dependent solely on the relative mag-

nitudes of the frame times of all processors accessing common memory

and the time rTquested to perform the various computations.

3.5 Hybrid-Multiple CPUs With Input/Output Link Configuration

For the configuration shown in Figure 13, multiple digital proces-

sors communicate through a serial data Input/Output device. For uninter-

rupted CPUs, a similar error to shared common memory skewing occurs.

This error, termed I/O link skewing, is best explained by an example.

If the six modules described in the linear airframe mechanization

in Section 3.4 are configured in separate CPUs and all operate at the

same frame time, the I/O link skewing effect is evident by the Link

diagram shown in Figure 14. It is assumed that the I/O line data trans-

fer occurs at the end of the frame. As can be seen by this example, all

modules utilize past data. Since this example represents the configura-

tion for the solution of coupled sets of equations, the required cross-

talk within the link causes a four frame time delay in the computation

of the aircraft attitude due to a pilot input (the numbers in parenthesis

in Figure 14 count out the paths of transport delay cycles).
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FIGURE 13. HYBRID-MULTIPLE CPUS WITH 1/O LINK CONFIGURATION
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FIGURE 14. I/O LINK DIAGRAM4
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Although the effect of 1/0~ link skewing appears quite severe,

typically this type of communication is used for solutions of uncoupled

sets of equations. However, this type of computation is attractive with

use of special purpose high-speed digital computers such as Array Pro-

cessors. When Array Processors are utilized, an 1/0 Link to that pro-

cessor can be established several times during the normal frame of

an executive CPU. When the Array Processor is accessed, the linking

CPU is put into a hold mode since the Array Processor executes at much

higher rates. This type of arrangement works quite well when large

nonlinear aerodynamic data packages are required and allows the overall

structure of the executive CPU to process information in a more serial

unskewed fashion.
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4. REAL TIME COMPUTER ERRORS - AIRFRAME SIMULATION

4.1 Experimental Investigations

As described in Section 3, several preliminary investigations into

the characteristics of certain error sources were accomplished. The

effects of the following error sources were evaluated:

1) Analog integrator drift

2) Analog amplifier/integrator error due to bandwidth

and capacitor dielectric absorption

3) D/A conversion skewing

4) A/D conversion skewing

5) Hybrid linkage quantization coarseness (word length)

For the analog integrator drift test, an arbitrary sample of 16 integra-

tors was utilized. The integrator inputs were grounded with a unity

gain and it was found that drift voltages from 10 millivolts to as high

as 820 millivolts occurred in one hour. The results of the analog

amplifier/integrator bandwidth and capacitor dielectric absorption test

were presented in Section 3.2. Briefly, the test showed how the analog

solution of a linear second-order simple harmonic motion differential

equation (whose theoretical solution is a neutrally stable sinusoid)

tends to damp itself out at lower system frequencies. However, as the

system frequency is increased, the solution tends toward the exact solu-

tion but then diverges with respect to time with a further increase in

frequency.

Results of the D/A and A/D conversion skewing tests were described

in Section 3.3. The simple harmonic motion differential equation de-

scribed above was mechanized in a hybrid-single CPU configuration where

the digital processor was unscheduled and free running. The digital
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computer was utilized only to read in an analog variable and then immedi-

ately output the same variable through the hybrid linkage. The number

of channels of AID and D/A conversions were varied so as to examine the

effect of hybrid linkage skewing. The magnitude of induced instability

by the linkage skewing was found to be a direct function of the numbers

of 1/0 link channels utilized. The instabilities are caused by time de-

lay induced into the system, but however, leave the power spectral con-

tent of the system unaltered in frequency.

The hybrid linkage quantization coarseness test investigated the

effects of A/D and D/A converter word length. A simple sine wave was

processed through a single AID channel and was immediately converted

back to an analog wave form through a single D/A channel. Therefore,

any distortion in the sine wave would be predominately due to the hybrid

linkage word-length and not linkage time delay. Figure 15 compares the

Power Spectral Densities of a quantized 10 radian/second sine wave for

13 bit and 3 bit resolutions (sign included). As can be seen in Figure
15 (B), the 3 bit quantization generated a d-c biased wave form in the

time domain and produces harmonic spikes in the power spectrum. The

10 radian/second natural frequency, however, remains as the predominate

power in the frequency domain. For the 15 bit resolution, no distor-

tion of the time history or power spectrum is observed.

As noted during the 3 bit quantization coarseness test, the wave

form output had obtained a d-c bias. A resulting level by level map

of a 3 bit quantizer (sigyn not included) showed that this bias was in-

herent in the quantizer hardware. Figure 16 shows this quantizer map.

As shown in Figure 16, an input level of 12.5 volts is required to jump

to the first quantum level in the positive direction. However, in the

negative direction, any voltage in that direction results in an immedi-

ate jump to the first negative quantum level. This accounts for the

d-c bias described earlier.
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FIGURE 15. POER SPECTRU14 OF A 3 BIT AID 15 BIT QUANTIZER

Subsequent to the preliminary tests, which investigated the char-

acteristics of predominate errors in the hybrid loop, a full scale

analysis of the effects of hybrid computer errors on the accuracy of a

typical flight simulation mathematical model was accomplished. The

following sections detail the mechanizations, analysis, and results of

this investigation.
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4.2 Airframe Mathematical Model

The mathematical model utilized in this portion of the study

was the coupled equations-of-motion representing the longitudinal

motion of an airframe. These equations incorporated three-degree-

of-freedom and were linearized for small perturbations. The equa-

tions-of-motion mechanized were:

= X W + X u - (4-1)
W U

SZw + Zu + Uoq + Z6e (4-2)
w u o 6e

= Mu + M + Mww + M q + 11 6e (4-3)

where:

w vertical velocity

u = forward velocity

6 pitch attitude

q H pitch rate

U 0 true airspeed
O

o = elevator (surface) command
e

The form of these equations provides for the use of nonlinear

aerodynamic data. However, as described in Section 2, since the

effects of error sources on solution accuracy can be demonstrated

more easily with a linear mechanization, linear aerodynamic data

were utilized. Listed beloware the aerodynamic and flight condition

data utilized with the above equations-of-motion.

X = 0.0016W

X = -0.0097u

Z = -1.43
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Z = -0.0955
U

Z = 69.8
e

M - 0.0
U

M = -0.0235
w (4-4)

M = -1.92
q

M = 26.1
e

M. = -0.0013
w

*U - 660.0
0

g = 32.174

Substitutuion of equations 4-4 into 4-1 through 4-3 yield:

= 0.0016w- 0.0097u - 32.1749 (4-5)

= -1.43w - 0.0955u + 660q + 69.85e (4-6)

= -0.0235w - 0.O013 z - 1.92q + 26.1 e (4-7)

Equation 4-5 represents the forward acceleration response of the

airframe model while equations 4-6 and 4-7 represent the vertical

acceleration and pitch acceleration response of the airframe, re-

spectively. These responses yield perturbations from the trim

conditions, which were assumed to be zero for this study. Solution

of equations 4-5 through 4-7 is accomplished by straight forward

integration with respect to time, or:

u = ftdt (4-8)

w - ftdt (4-9)
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q =t:dt (4-10)

The pitch attitude response, which is required to complete the

solution of equation 4-5, is computed by integrating equation 4-10

with respect to time (assumes small angles), or:

e =ftqdt (4-li)

Another variable of interest is the airframe angle of attack which,

for small angles, is simply defined as:

W (4-12)
U

0

The elevator surface input utilized in the investigation of the ef-

fects of error sources on airframe solution accuracy was an exponen-

tial forcing function as defined by:

= e-  (4-13)

In all investigations involving the aforementioned airframe

model, the system of equations defining the airframe response (equa-

tions 4-5 through 4-7) were solved in real time by the computer which

is referred to as the numerical or computer set-up solution. At the

same time, in real time, a theoretical solution was computed which is

referred to as the analytical or theoretical solution. The theoreti-

cal solution is the closed form solution to equations 4-5 through

4-7. A detailed theoretical solution development is presented in

Appendix A.
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Four separate computer configurations were utilized in mechaniz-

ing the longitudinal airframe mathematical model to investigate the

effects of error sources on solution accuracy. Those configurations

examined were all analog, hybrid-single CPU, hybrid-dual CPUs with

shared common memory, and hybrid-dual CPUs with an 1/0 link. In all

mechanizations it was assumed that the forcing function was an analog

variable. A typical test would include a controlled error source

configuration with the particular computer setup being examined.

After the computers were placed into operation, the airframe was dis-

turbed by the elevator surface command at which time a magnetic tape,

peripheral to the digital computer, would start data collection in

real time. This magnetic tape would store all computer setup solu-

tions as well as the analytical solutions. Relative error between

the computer setup and analytical solutions were also computed and

stored on the magnetic tape in real time.

The following four sections describe the experimental analysis

and results of the error effect investigations on the various com-

puter configurations described above. The accuracy of the computer

solution was always related to the theoretical solution. In the

frequency domain, the theoretical pitch attitude Power Spectral Den-

sity exhibited a slight power concentration or peak at a frequency

of 3.3 radians per second, as shown in Figure 17. Therefore, many

of the results presented in the following sections are referenced

to this peak power reference frequency in terms of a decibel (db)

increase or decrease (Adb), or to a shift in the reference fre-

quency (Afref).
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4.3 Analog Configuration

The mechanization of the longitudinal airframe mathematical

model in an all analog configuration is shown in Figure 18.

ANALOG COMPUTER

U= u 6 dt,6f (w, u, 6)
FORCING FUNCTION 0

_____________ w = w dt,x~= f(w,u, Uo.
6 e)

TIME 0
6e t

q dt, fI, ,w ,6

0

I ~wI

FIGURE 18. ANALOG CONFIGURATION

In this configuration, the elevator surface forcing function, as

well as the aerodynamic buildup and integration of the equations-

of-notion are accomplished on the Comcor 5000 analog computer which

was described in Section 2. The only digital interface was for

Power Spectral Density (PSD) analysis purposes.
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The main variables of interest in this configuration was pa-

rameter scaling and pot tolerance. Eight distinct test cases were

established:

Test 1 - Nominal parameter scaling

Test 2 - Reduced scaling by a factor of 10

Test 3 - Reduced scaling by a factor of 100

Test 4 - Increased scaling by a factor of 2.5

Test 5 - Pot settings 5% high

Test 6 - Pot settings 5% low

Test 7 - Pot settings 10% high

Test 8 - Pot setting 10% low

As previously described, a peak power frequency was utilized for

referencing the results of the tests. For this purpose, the vari-

able Adb is defined as the power change, at the characteristic

frequency of 3.3 radians per second, of the computer solution rela-

tive to the theoretical solution.

Figure 19 shows the results of the analog tests for the pitch

attitude response of the airframe. As can be seen, a decrease in

system power (at 3.3 radians per second) is experienced for pots

which are set at the high tolerance values. This power change in-

creases negatively as the tolerance value increases. Similarly,

for low tolerance values, an increase in power concentration occurs

and increases as the negative tolerance value increases. Also, as

was detected in the PSD analysis, as the positive tolerance value

increases, the peak power frequency tends to shift toward- the

higher frequencies. The relative value of this frequency shift rel-

ative to the theoretical 3.3 radian per second standard is depicted in

Figure 19 by the value adjacent to the data point. A positive direc-

tion denotes an increase in peak frequency. Negative value peak
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frequency shifts are shown for the negative tolerance values.

1.0
8 (-.3)

0.8-
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-0.8
(+.2)

-I.0
0 1 2 3 4 5 6 7 8

TEST NUMBER

FIGURE 19. ANALOG TEST RESULTS-PITCH ATTITUDE

The effects of parameter scaling are not quite as profound as

the effects due to pot tolerance. However, a negative shift in

power frequency magnitude was observed when the scaling was reduced

by a factor of 100 from the nominal values.

For angle-of-attack, the effects of pot tolerance are nearly

identical to pitch attitude except that a positive tolerance trend

causes a positive shift in Adb and vice-versa for a negative tolerance

trend, as can be seen in Figure 20. Also the effect of parameter
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scaling is observed when the scaling factor is increased by 2.5

rather than decreased by 100, as was the case with pitch attitude.

1.0
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FIGURE 20. ANALOG TEST RESULTS-ANGLE OF ATTACK

Figure 21 shows the power change in the forward velocity re-

sponse at 3.3 radians per second as a result of the controlled ana-

log error sources. Note how the power change is much more adverse

for this variable relative to pitch attitude and angle-of-attack.

This variable is predominated by the phugoid motion of the free

airframe rather than the short period, where the accuracy measure

frequency of 3.3 radians per second resides. In Figure 2i, the

values in the parenthesis pertain to a period shift (in seconds)

of the forward velocity time history relative to the theoretical

time histor response. A negative shift denotes an increased
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frequency in the phugoid motion.
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FIGURE 21. ANALOG TEST RESULTS-FOR.ARD VELOCITY

The test 8 results for forward velocity show an improved Adb.

This result is misleading as the PSD plot for this test case, where

the pots were set at the 10% low tolerance values, exhibited an in-

consistent trend relative to the theoretical PSD. Typically a

smooth mean falloff in power is observed as the frequency increases.

For this case, however, the power gradient changes rapidly resulting

in dips and nonuniformities in the power spectra. These distortions

and irregularities create difficulties in deriving the significance

of the results, especially when relating them to well behaved power

spectra.
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4.4 Hybrid-Single CPU Configuration

In the hybrid-single CPU configuration, as shown in Figure 22,

the elevator surface forcing function and integration of the equa-

tions-of-motion were accomplished on the analog computer. The

aerodynamic buildup was computed in the Master Hybrid ( !K) digital

computer.

ANALOG COMPUTER DIGITAL COMPUTER (MH)
r-- - - HYBRID r

LINKAGE I
I t. Ii Iiu = j u dt

oI II ,I iiSw= wdt , I

I I u, w, q,0fIu
I I w~~ III

6 = j'q dt I v=f(w' u' Uo' J'e)

I o i,

FORCING FUNCTION ii I
FIGURE ' de 'I

6,f (U, wV'V'q,d~

TIME

FIGURE 22. HYBRID-SINGLE CPU CONFIGURATION

In this configuration, controlled error sources included;

1) Linkage time delay

2) Quant izat ion resolution

3) Digital computer frame time. hI
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The effects of hybrid linkage time delay were generated by altering

the number of A/D and D/A channels to be read or set. The numbers

of channels to be utilized was specified from a data card which

was read into the digital computer.

At least 6 A/D channels were always utilized. These channels

were for the elevator surface input, forward velocity, vertical

velocity, pitch rate, pitch attitude, and angle of attack. All but

the angle of attack channel were required for the aerodynamic build-

up. Angle of attack was brought into the digital computer such

that it could be recorded and utilized in the PSD analysis. Three

D/A channels were always required, from which the airframe accel-

erations (resulting from the aerodynamic buildup) were made avail-

able to the analog computer for integration.

Since earlier preliminary tests (Section 4.1) showed that the

effects of time delay due to A/D and D/A conversion were essentially

the same, the number of A/D channels was primarily fixed at Cie

nominal value of 6, while the number of D/A channels was varied from

50 to 150. When 50 D/A channels were utilized, 0.6 milliseconds

was required for the conversion process. For 100 and 150 D/A channel

cases, 2.05 and 3.2 milliseconds, respectively, were required.

The shift in the peak power frequency at 3.3 radians per second,

due to hybrid linkage time delay, was best exhibited by the angle of

attack results. As can be seen in Figure 23. for frame times of

0.00833 and 0.05 seconds, a noticeable increase in power frequency

magnitude is experienced for both 15 and 12 bit linkage word lengths.

For the 0.1 second frame time case, the effect is less noticeable,

although the trend is identical with the other frame time cases.

For the pitch attitude response, the effect shown in Figure 23

is obtained, only with less magnitude.
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(B) h = 0.00833, 12 BITS
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1.0

(B)

0010 50 100 150

NUMBER OF D/A CHANNELS

FiGURE 23. EFFECTS OF TINE DELAY

DUE TO HYBRID LINKAGE

For example, at the 15 bit 8.33 millisecond test case, the angle of

attack power undergoes a 0.5 db change in magnitude at the 150 D/A

channels condition relative to the 50 D/A channel condition. How-

ever, for pitch attitude, under the same test conditions, only a

0.2 db change in power was observed for the time delay associated

with 150 D/A channels relative to 50 D/A channels.

For forward velocity, there was virtually no change in peak

power magnitude due to the linkage time delay. It can be concluded,

that in this hybrid single CPU configuration, for a given frame time
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and linkage word length the time delay associated with the hybrid

linkage adversely affects the high frequency equations to a greater

degree relative to the low frequency equations. This was demonstrated

by the fact that the accuracy of the angle-of-attack results (which

are almost exclusively related to the short period dynamics) were

more adversely affected than the forward velocity results (which

are predominately phugoid motion related).

The effects of linkage word length on solution accuracy is ex-

hibited in Figure 24.

12

10 U3 .
9 U2

U.

8 1: h = 0.008333
7 2: h = 0.05

ca 3: h=0. 1
0 6 DISTORTED'<1' 6(3 ________

4

3 24.2|-- 
--o

2 02
2 149 2 15

QUANTIZATION RESOLUTION (BITS)

FIGURE 24. EFFECTS OF LINKAGE WORD LENGTH
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As shown in this figure, for each frame time examined, decreasing

the digital linkage word length to the 9 bit condition causes ex-

treme distortion in the results to an unacceptable level. For

pitch attitude, the solution accuracy decreases as the word length

decreases. This is shown in Figure 24 as-a decrease in peak power

magnitude change (relative to theory) with increasing word length.

The effects of quantization resolution are virtually non-existent

for the angle-of-attack responses as no appreciable change in

power magnitude at the 3.3 radians per second reference condition

is experienced.

For forward velocity, the accuracy of the solution actually

improved with a decreasing quantization resolution up to the 12 bit

word length. These results can be attributed to the fact that the

lower word lengths offer larger steps to the analog computer which

tends to compensate the time delayed digital solution.

The effects of frame time were observed in both Figures 23 and

24. As shown in these figures, for nearly any combination of hybrid

linkage word length and channel quantity, increasing the frame time

increases the peak power magnitude change at the reference frequency.

Furthermore, a shift in the reference frequency (-fre f) was observed

as the frame time was increased. This effect is shown in Figure 25

for the pitch attitude response with 3 D/A and 6 A/D converter chan-

nels at a 15 bit word length.

Results for the forward velocity response, however, show an

improvement in the phugoid motion time history as the frame time is

increased. The cause of this effect is believed to be similar to

the lower linkage word length effects described earlier. The fact

that fewer updates are received by the analog computer implies that

the updates are transmitted in larger steps. This aids in compen-

sating the digital computation.
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ji  FIGURE 25. EFFECTS OF FRAME TIME

4.5 Hybrid-Dual CPUs With Shared Common Memory Configuration

In the hybrid-dual CPUs with shared common memory configura-

tion shown in Figure 26, the aerodynamic buildup is accomplished

in the Master Hybrid digital computer. The computed airframe accel-

erations are stored in common memory where they are retrieved by

the Master Digital computer. In this computer, the vertical ac-

celeration, pitch acceleration and pitch rate equations are numeri-

cally integrated. Angle of attack is also computed in this processor.

The results of these computations are then passed back to and stored
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in common muemory where they are utilized in the next aerodynamic

buildup computation. In this configuration, the analog computer

is utilized for the generation of the elevator surface forcing

function and the integration of the forward acceleration equation.

ANALOG
COMPUTE R DIGITAL COMPUTERS

HYBRI (MH)(MD)

U= I
.1= dtt

0 W I* vd

q = I dt 1
w, q,0 SHARED o

f (WI U, wuUo, de) 4-*COMMONI~. =I qi dt

FORCING FUNCTIO 1 I

L T I "M

FIGURE 26. HYBRID-DUAL CPUS WITH SHARED

COMMON MEMORY CONFIGURATION
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Controlled error sources examined with this computer configura-

tion included:

1) Linkage time delay

2) Quantization resolution

3) aster digital frame time, hMD

4) Master hybrid frame time, h MH

5) Numerical integration technique

The effects of hybrid linkage time delay were studied in the same

fashion as the hybrid configuration discussed in the previous

section. In summary, there is virtually no effect of linkage time

delay in this configuration since most of the computations are con-

tained in the digital computers. The one integral computation

contained onthe analog is the forward velocity integration. This

variable, however, was found to be insensitive to hybrid linkage

time delay in the hybrid-single CPU tests earlier. To illustrate

these results, Figure 27 shows the flat Adb response for varying

numbers of D/A converter channels.

The effects of quantization resolution are shown in Figure 28.

For the pitch attitude and angle of attack variables, which depend

on the hybrid linkage mainly for the elevator surface forcing func-

tion, the effect of lower linkage word lengths is not that pro-

nounced. For forward velocity, however, the effect is quite ad-

verse as severe spectral distortion is observed at the 9 bit con-

dition. This is due to the fact that the forward acceleration is

passed through the hybrid linkage for analog integration. This

large forward velocity power magnitude shift at 9 bits causes the

larger pitch attitude power increase at the 9 bit condition, rela-

tive to angle of attack case which is virtually unaffected by

forward velocity effects.
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In digital computation, the airframe equations-of-motion are us-

ually numerically integrated by recursion formulas. These formulas

are of at least the same order as the equations-of-motion. Any integra-

tion technique of order greater than the order of the equations-of-

motion introduces extraneous or spurious roots into the solution. To

investigate the effects of numerical integration technique, 3 differ-

ent methods of different orders, were employed: Open Euler, Second

Order Adams Bashforth, and Mod Gurk (third order). All three methods

are open or explicit methods which utilized only past available data.

No predictions or corrections must be made in these integration methods.

The integration algorithms representing these methods are:

1) Open Euler (OE):

Yn+l = Yn+h~ n  (4-14)

2) Adams Bashforth (AB)-

v l (4-15)

3) Mod Gurk (MG):

vnl = 1.462084 n - 0.2010870v n 'l .00548787v
~n+1 = .428Yn _n-l *n-1

(4-16)
+h(1.6415864, - 1.0080130n_ 0.2750971" 1)

n -l n-

Solution accuracy is degraded with an increase in frame time with

numerical integrations. This result is shown in Figure 29 for pitch

attitude. The data presented in Figure 29 are for the case when the

time delay due to the hybrid linkage is at a minimum with quantiza-

tion resolution at 15 bits. Also, the frame times of the Master

Digital and Master Hybrid computers were maintained at the same

values. As can be seen in Figure 29, the Open Euler method goes

unstable for the simulated airframe as the frame time pushed past

0.05 seconds. It appears that the Second Order Adams Bashforth
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FIGURE 29. PEAK POWER MAGNITUDE SHIFT DUE TO FRAME TIME

method offered better results than the other methods, on the basis of

peak power magnitude shift. However, if the frequency shift of the

referenced frequency Af ref' is monitored at the various frame times,

it can be seen that Mod Gurk offers less frequency distortion. This

effect is shown in Figure 30.

In investigating the effects of the digital computer's frame time

on solution accuracy, a timing chart of the airframe mechanization was

constructed as shown in Figure 31. In this configuration, the Master

Digital (MD) computer initially triggers (TRIG) the Master Hybrid (MH)

computer, then proceeds into retrieving required data from common memory

(INPUT). Numerical integration (INTEG) of the equations-of-motion is

then executed with subsequent results being outputted (OUTPUT) to

shared common memory. After this time, the theoretical time histories

(THEORY) are computed as well as the error between the computer con-

figuration solution and tile theoretical airframe solution.
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FIGURE 31. AIRFRAME MECHANIZATION TIMING CHART
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After being triggered, the MH computer enters some mode

checking logic (MODE) and then reads the A/D converters (ATUD).

The results of the A/D conversion are then transferred to common

memory at which time the results of the last numerical integration

are retrieved from common memory (OUTPUT/INPUT). The aerodynamic~o~
buildup (AERO) is then accomplished with subsequent passing of re-

sults to common memory (OUTPUT). Finally, the D/A converter

(DTOA) is accessed for varying numbers of channels. In Figure 31,

the time required for 3, 50, 100 and 150 D/A channels is shown

relative to the rest of the MH and MD programs. At this time, the

MH program is formally terminated and waits until it is triggered

again. The triggering process, however, is handled in a systematic

and scheduled fashion.

When the MH frame time is held constant and the MD frame time

is varied to increasing values, multiple A/D conversions and aero-

dynamic buildups are accomplished before the numerical integration

of the vertical acceleration and pitch acceleration equations is

carried out. In a simiiar fashion, if the MD frame time is held

constant and the MH frame time is increased, multiple numerical

integrations will be performed for each A/D transfer and aero-

dynamic buildup. For each of the above conditions, appreciable

errors are induced into the solution as is shown in Figure 32,

since a coupled set of equations is being solved.

As can be seen in Figure 32, the change in peak power mag-

nitude increases negatively for an increasing Master Digital frame

time while holding the Master Hybrid frame time at 0.00833 seconds.

These results are for pitch attitude and Adams Bashforth integra-

tion although the trends are identical for angle of attack and the

other integration techniques examined. In Figure 32, the numbers

in parenthesis adjacent to the data points denote the frequency

shift, relative to the 3.3 radians per second reference frequency.
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FIGURE 32. EFFECTS OF ASYNCHRONOUS FRAME TIMES

When the Master Hybrid frame time was increased with a constant

. Master Digital frame time, the power change at the reference fre-

quency increased slightly up to a certain point. A further increase

in the Master Hybrid frame time, however, offered improved results.

4.6 Hybrid-Dual CPUs With Input/Output Link Configuration

This configuration, as shown in Figure 33, utilizes all digital

computation, except for the elevator surface forcing function. The

aerodynamic buildup is contained in the Multiple System Interface

(MSI) digital computer while the integration of the equations-of-

motion were done in the Master Digital (MD) computer. The MD com-

puter also provides for the A/D and D/A hybrid linkage requirements

while the MSI and MD communicate through an Input/Output (I/O) link.
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FIGURE 33. HYBRID-DUAL CPUS WITH 1/0 LINK CONFIGURATION

Controlled error sources utilized for tests with this computer

configuration included:

1) Linkage time delay

2) Quantization resolutiont 3) Digital computer frame time
4) Numerical integration technique

In addition to the 3 numerical integration techniques presented in

the Section 4.5 (see equations 4-14 through 4-16), a second order

Runge Kutta (RK2) method was employed. This method is a predictor-

corrector type as is shown below:

f(v t )(4-17).n ~ n 9n

yp =V + h (4-18)
n .n n

J = f(vp t )(4-19)
,n+l n+l' n+l

y~= + !( + p ) (4-20)Yn+l n 2 n n+l
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Initially, an estimate of the integrated value is obtained by use of

equation 4-18, which is nothing more than an Open Euler integration.

The system rate (derivative) is this re-evaluated or predicted for

the end of the interval. Using this predicted rate,along with the

rate available at the top of the frame, cnmputation with the trape-

zoidal integration method (equation 4-20) produces the final result.

This method is somewhat more time consuming since multiple evalua-

tions of the rates are required.

The effects of integration technique on this computer configura-

tion are similar to the hybrid-dual CPUs with shared common memory

configuration except that the peak power magnitude shift results

tends to decrease with frame time rather than increase with frame

time as was shown in Figure 29. For the shared common memory con-

figuration, recall that the frame time of the Master Digital and

Master Hybrid computers were varied together to show the effects of

integration technique. The negative Idb trend for the I/O link con-

figuration and pitch attitude response is shown in Figure 34.

Although the Open Euler (OE) method looks attractive, it wasIthe only method which distorted the reference frequency position

under the test conditions shown in Figure 34. Second order Runge

Kutta produced excellent results relative to the Adams Bashforth and

Mod Gurk methods. The results are similar for the angle of attack

response, however, for forward velocity a slight improvement at the

0.05 second frame time occasionally occurred.

The effects of quantization resolution resulted in the same

trends as in the shared common memory configuration, but again with

reversed direction. A decrease in word length (to 9 bits) continually

decreased the magnitude change of the power spectra at the 3.3

radians per second reference frequency. As shown in Figure 35,

this trend occurred for all integration techniques.

64



OE~~ 1(i.3 0.9)

0 

K

0-2

6 A/D, 3 D/AMG
15 BITS

0.08 0.05 0.1
h MD (SECONDS)

FIGURE 34. PEAK POWER MAGNITUDE SHIFT DUE TO FRAME TIME

2

O EIK

-2 h008

-309 12 15

QUANTIZATION RESOLUTION (BITS)

FIGURE 35. EFFECTS OF QUANTIZATION RESOLUTION

65



Although the trends shown in Figure 35 are for the pitch attitude

response, the results are identical for forward velocity and angle

of attack.

4.7 Concluding Remarks

The effects of error sources on the solution accuracy of an

airframe model have been demonstrated with four separate computer

configurations. The results cannot conclude which type of computer

configuration must be employed for a given model. However, they can

be used as a metric for the determination of probable effects of

certain known error sources on low, high, and high/low combined

frequency airframe equations when mechanized on a certain complement of

computer equipment.
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5. EFFECTS OF DIGITAL COMPUTER FRAME TIME

The effects of digital computer frame time were discussed in Section 4

for the hybrid-single CPU, hybrid-dual CPUs with shared common memory and

hybrid-dual CPUs with 1/O link computer configurations. In general, it was

found that in all of these hybrid configurations, as the frame time goes up,

the power spectra magnitude at the reference frequency changed relative to

the analytical solution. However, in each of these configurations, other

significant hybrid computer errors might have contaminated the results as

they pertain to frame time effects.

Therefore, a special all digital mechanization was constructed which

utilized a single CPU and a digital elevator forcing function. The aero-

dynamic buildup and integration of the equations-of-motion were computed

sequentially without skewing. Furthermore, a fourth order Runge Kutta

integration algorithm was employed which is as follows;

P1 h= Y n + 2( n )  (5-1)

.Pl P1 52
Y = f(y , t+ (5-2)

P2 h .( P1Y Yn +  V (5-3)

.P2 P2

y = f(y , tn+ 1) (5-4)

2

P3 hP2 (5-5)
y = Yn +hy
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1

.P3 P3
n+1

Yn+1 6 13 P2 (5-7)

Yn -= Y + h' -(Yn ) +-(' l, )+ (.)+ P y(5]

In the fourth order Runge Kutta algorithm, an initial half-step pre-

diction of the integrated result is made (equation 5-1). This prediction

utilizes the past integration result and the derivative (rate) based on the

previous frame. Next a re-evaluation of the rate is accomplished utilizing

the initial half-step prediction (equation 5-2), which is then used for a

second half-step prediction of the integrated value (equation 5-3). The

derivatives are re-evaluated for the third time within the frame based on

the second half-step predicted output (equation 5-4). The Open Euler inte-

gration method is then utilized for a full-step prediction to the end of the

frame (equation 5-5) from which a fourth and final derivative evaluation is

then performed (equation 5-6). A weighted sum of the derivative evaluations

is then utilized with the past integrated value to construct the new, current

frame integration result (equation 5-7). This integration method offers

accurate results, but as can be expected is time consuming due to the neces-

sary repeated derivative evaluations.

A Bode metric was utilized to measure the effects of the digital computer

frame time with the aforementioned digital airframe mechanization. Bode

magnitude and phase data were generated for a sinusoidally oscillating eleva-

tor input at 512 discrete constant frequencies for both the digital airframe

mechanization and the theoretical airframe. Therefore, as the frame time

was varied, the relative distortion or departure of the digital airframe

model solution from the analytical solution could be measured. The varia-

tion in the Bode gain for the pitch attitude response as the digital frame

time is varied from 0.00833 seconds to 0.1 seconds, is shown in Figure 36.
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In Figure 36, it can be seen that increasing the frame time produces

an appreciable shift in gain in the system at the higher frequencies, re-

lative to the theoretical solutioai. The theoretical solution represents

the Bode plot as generated from the theoretical time history response.

Similarly, as presented in Figure 37 for airframe -pitch attitude, the Bode

.4 phase angle develops a significant amount of variation, especially at the

higher frame times. The phase angle plot for frame times up to 0.05

seconds tends to distort primarily at frequencies above 2 radians per second.

The 0.1 second frame time case, however, maintains a shift for all fre-

quencies (in Figure 37, this curve is denoted by the dotted line at lowf frequencies).

The pitch attitude response is an excellant parameter to use to show

the effects of frame time since it is influenced adequately by both the

phugoid and short period dynamics of the airframe. The forward velocity

variable produces responses which are of interest to the phugoid motion

of the airframe. On the other hand, the angle of attack parameter gener-

ates responses which are dominated by short period dynamics.

During the investigation of the effects of digital computer frame time,

it was found that the forward velocity Bode plot maintained an excellant

match with the theory, even at the higher frame times. This fact is evident

as shown in Figures 38 and 39, for the Bode gain and phase, respectively.

These plots were generated from the forward velocity response at a frame

time of 0.1 seconds. Since the simulated airframe utilized an all digital

mechanization (including the forcing function) and no serious distortion

occurred in the frequency domain plots, it can be concluded that frame times

up to 100 milliseconds have little effect on phugoid-type solution accuracy.

Furthermore. large power spectra shifts found during the tests reported on

in Section 4 can be concluded to be caused by the hybrid linkage.

Short period dynamics, however, as typified by angle of attack variable

are greatly affected by digital computer frame time. As shown in Figure 40,
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appreciable gain errors, relative to the theoretical case, are generated

for angle of attack for the 100 millisecond frame time case shown.

Similarly, the Bode phase plot for angle of attack is greatly distorted,

even at very low frequencies, when the frame time is increased to 100 milli-

seconds. This can be seen in Figure 41. It is interesting to note that

the pitch attitude variable resembles the forward velocity characteristics

in the low frequency region and the angle of attack characteristics in

the high frequency region.

Another metric used to investigate the effects of computer frame time

on solution accuracy is the accuracy chdrt. As described in Appendix B,

accuracy charts indicate the percent error of the complex gain in a system,

relative to the analytical complex gain. Since it was shown that pitch
attitude yields adequate information about both longitudinal dynamics modes,

accuracy charts are presented for pitch attitude as the frame time is varied.

Figure 42 shows an accuracy chart for when the digital computer frame

time is set at 0.00833 seconds. The airframe frequency response character-

istics remain highly accurate up to around 10 radians per second. After

that point, the error builds from a value of approximately 0.1 percent error

to a peak value of 0.9 percent at 15 radians per second. As the frequency

is increased past 15 radians per second, the solution accuracy improves

drastically to better than 0.01 percent at 20 radians per second and beyond.

For the 0.025 second frame time case, the pitch attitude frequency

response characteristic remains very accurate with a gradual increase to a

peak error of 4 percent at 15 radians per second, as shown in Figure 43.

A rapid error falloff is then experienced which eventually drops to a low

value of 0.03 percent at 26 radians per second. As the frequency in-

creases past 26 radians per second, the error once again begins to build up.

Figure 44 shows similar trends when the frame time is increased to

0.05 seconds. The peak error in this case, however, is 12 percent at 15

radians per second with a subsequent dropoff to 0.27 percent at 30 radians
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ler second. Also, it appears that some lower frequency errors (due to the

phugoid motion inaccuracies) are starting to increase in size as magnitudes

of 0.01 percent are experienced in the frequency band between 0.1 and 1.0

radians per second. Up to this point, most of the errors could be at-

tributed to the sensitivities of the short period frequency response.

Finally, as the frame rate is decreased to 10 iterations per second

(100 millisecond frame time), low frequency errors increase. However, as

can be seen in Figure 45, these errors are 3 orders of magnitude lower

than the high frequency errors which tend to peak at 45 percent error at

15.3 radians per second. This is in contrast to a .057 percent error peak

at 3 radians per second under these conditions.

In conclusion, a Bode and Accuracy Chart metric was utilized to in-

vestigate the effects of digital computer frame time on airframe solution

accuracy. The frequency responses shown in these plots were always re-

lated to the theoretical frequency response. Phugoid mode equations tend

to have some inaccuracies induced as frame time is increased, but this ef-

fect is not so adverse as is the case with the high frequency (short period

mode) related equations.
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6. ERROR ACCUMULATION

As a result of errors induced by the various components in an analog,

hybrid, or digital computing system, whether hardware or numerical in na-

ture, the solution generated by the computer will deviate from the correct

values as dictated by the analytical solution. This deviation can be ex-

pected to become larger and larger as time progresses and errors accumulate.

When a computing system is operated over a specified time interval, it is

desired to generate an estimate to understand what the greatest error or

greatest deviation from the analytical solution will be as a result of the

accumulated error. This accumulated error estimation constitutes the most

difficult problem in the error analysis of hybrid computer systems. In

most large scale simulations, it is virtually impossible to predict an over-

all absolute solution accuracy. This is especially true if a large time in-

crement or number of computer cycles is involved.

The concept of error dominance can be used to gain insight into the

effects of propagated or accumulated error. For hybrid computation, the

accumulated error will be dominated by a particular error source if, while

computing in a stable manner, the local per-step error committed by that

error source is in magnitude much larger than the other errors contaminating

the solution. This concept leaves an uncertain region where several or

even all hybrid computer error sources are within an order of magnitude of

each other. If this is the case, then all local per-step errors compete in

forming the accumulated error and no one source dominates. To use error

dominance as a basis for estimating error accumulation effects, the relative

magnitude of each error source must be deter-ined for the particular sys-

tem of equations being mechanized.

To study the effects and trends of accumulated error with the linearized

longitudinal airframe model described in Section 4.2, the most accurate mech-

anization of each computer configuration was established. Listed below are

the particular test conditions/numerical methods which were utilized to study

accumulated error effects for each computer configuration listed:
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ANALOG

i) Potentiometer settings and amplifier gains on the Comcor 5000 were

set such that component saturation did not occur and the majority

of the full scale analog voltage was utilized

HYBRID-SINGLE CPU

1) Potentiometer settings and amplifier gains on the Comcor 5000 were

set such that component saturation did not occur and the majority

of the full scale analog voltage was utilized.

2) The Master Hybrid CPU frame time was set at 8.333 milliseconds,

which was the fastest schedulable frame time (without intra-program

looping).

3) The minimum number of digital-to-analog converter channels (3) was

utilized.

4) The minimum number of analog-to-digital converter channels (6) was

utilized.

5) The hybrid linkage word length was set at its highest physical val-

ue of 15 bits.

HYBRID-DUAL CPUS WITH SHARED C01OON MEMORY

1) Potentiometer settings and amplifier gains on the Comcor 5000 were

set such that component saturation did not occur and the majority

of the full scale analog voltage was utilized.

2) The Master Hybrid CPU frame time was set at 8.333 milliseconds

which was the fastest schedulable frame time (without intra-program

looping).

3) The Master Digital CPU frame time was set at 8.333 milliseconds which

was the fastest schedulable frame time (without intra-program loop-

ing).



4) The integration of the vertical and pitch acceleration equations

in the Master Digital CPU utilized Mod Gurk numerical integration.

5) The minimum number of digital-to-analog converter channels (3) was

utilized.

6) The minimum number of analog-to-digital converter channels (6) was

utilized.

7) The hybrid linkage word length was set at its highest physical val-

ue of 15 bits.

HYBRID-DUAL CPUS WITH I/0 LINK

1) Potentiometer settings and amplifier gains on the Comcor 5000 were

set such that component saturation did not occur and the majority

of the full scale analog voltage was utilized.

2) The 'Master Digital CPU frame time was set at 8.333 milliseconds,

which was the fastest schedulable frame time (without intra-program

looping).

3) The Multiple System Interface (MSI) CPU was left free-running to

generate aerodynamic data. When the Master Digital CPU triggered

the MSI through the I/0 Link, it would wait until the MISI was com-

pleted with its computations before proceeding on. This eliminated

time skewing over the I110 link.

4) The integration of the equations-of-motion was accomplished in the

'aster Digital CPU with the 2nd order Runge Kutta method.

5) The minimum number of digital-to-analog converter channels (3) was

utilized.

6) The minimum number of analog-to-digital converter channels (6) was

utilized

7) The hybrid linkage word length was set at its highest physical val-

tie of 15 bits.
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Having established the most accurate airframe mechanization on each of the

four computer configurations, the accumulated error or deviation of the

model from the known zero condition trim point was monitored for a period

of two hours.

For the analog configuration, a transient was induced when the computer

was placed into the operate (computer) mode from the reset condition. This

transient is sometimes referred to as "jump error". The jump-effect is a

very small initial step displacement of an integrator output whentce com-

puter is placed into the operate mode. The jump error transient excites

the phugoid motion of the airframe as can be seen in the forward velocity

trace in Figure 46 (the frequency of oscillation of the forward velocity

perturbation equals that of the airframe's phugoid frequency). The stair-

stepped appearance of the analog trace shown in Figure 46 is due to the A/D

converter (quantizer) which was required to record the data on the digital

computer's magnetic tape. The size of the quantum levels for the 100 volt

analog utilized system was 0.0061035 units.

As can be seen in Figure 46, after the initial transient subsides, the

airframe responses maintain a slight bias relative to the zero trim condi-

tion with some high frequency noise signals superimposed. These accumulated

errors retain this standoff condition throughout the 2 hour run. This is

even true when a pitch attitude "glitch" was experienced at about the mid-

test point. The exact cause of the glitch cannot be determined, although

it is believed to be inherent in the computer hardware. In any case, the

perturbed airframe reached approximately 70 percent of the amplitudes shown

in Figure 46 but then returned to the standoff trim condition. This non-

zero trim condition denotes the steady state values required by the computer

solution due to the errors present in the mechanization to balance the air-

frame's forces and moments and drive the accelerations to zero. In summary,
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the analog computer mechanization trim conditions differed from their nominal

zero values and were found to be:

Angle of Attack = -0.000122 radians

Pitch Attitude = -0.0003 radians

Forward Velocity = -0.012 feet/second

For the hybrid-single CPU computer configuration, a similar standoff

condition from the zero trim condition occurs, but with increased severity

for the forward velocity response. The initial response of the airframe

in this error accumulation test is shown in Figure 47. Recall that in this

configuration, the aerodynamic buildup was computed in the digital computer,

whereas all integration of the equations-of-motion was accomplished on the
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analog computer. A\s can be seen in Figure 47, the solution of equations

mechanized in the hybrid-single CPU computer configuration established

steady-state trim positions at:

Angle of Attack - 0.0 radians

itch Attitude = -.00006 radians
Forward Velocity =-1.05 feet/second

<
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< . . . . . .

N o.

- --

I

° - I: :

0.e 2e0.0 400.0 600.0 80C.0 iO~ 0 0
TIME -SECONDS

I FIGURE 47. HYBRID-SINGLE CPU ERROR ,ACCUMUbLATION

j The values for pitch attitude and angle of attack are found to relate

~closer to the true zero trim values (as specified by the aaalvtical soli-

• 1.tion), relative to the analog computer configuration described earlier.

~exact cause for the large forward velocity trim change is not abso."i:-
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V
understood. However, it appears that at the initiation of the compute node,

a 3 quantum level elevator transient was experienced. The more immediate

effect of this transient can be noted from the pitch attitude response.

In any case, after approximately 11.2 minutes into the run, the computer

mechanization of the equations-of-motion became balanced and no further long

period transients were experienced. Furthermore, low magnitude short period

transients appear to have virtually no effect on the airframe response.

Figure 48 shows the effect of accumulated error on the trim position

of the airframe model in the hybrid-dual CPUs with shared common memory

configuration.
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ERROR ACCUMULATION
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As with the hybrid-single CPU configuration,a 3 quantum level initial ele-

vator transient (caused by the reset-to-compute mode change) sets the com-

puter mechanization into motion. Since this configuration utilizes much

digital computation (only the forcing function and forward acceleration

integrator are analog), the quantized elevator input has a much greater

effect on the airframe response. This is due to the ability of the digital

computer to handle extremely small values as valid data. Also, there is a

lack of computing component damping which is found in analog circuits

(transfer function characteristics of operational amplifiers were dis-

cussed in Section 3). This higher sensitivity which 1'rgely affects the

airframe acceleration equations accounts for the nonlinearity appearance

of the airframe responses, as shown in Figure 48.

The airframe perturbations attained a near steady-state condition after

the data run had progressed approximately 74 minutes, at which time offset

trim change values were found to be:

Angle of Attack f 0.0002 radians

Pitch Attitude f 0.0004 radians

Forward Velocity - -1.8 feet/second

Results of the accumulated error test at the airframe trim condition,

for the hybrid-dual CPUs with an I/O link configuration, yielded much the

same responses as found with the hybrid-dual CPUs with shared common mem-

ory configuration. Trim biases, as shown in Figure 49, were recorded as:

Angle of Attack = 0.00018 radians

Pitch Attitude = 0.0005 radians

Forward Velocity = -1.6 feet/second

Justification for the trend of these responses are basically the same as

those described for the hybrid-dual CPUs with shared common memory config-

uration since the I/O link configuration was all digital except for the

elevator surface forcing function.
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Hence, an evaluation of the ability of four separate computer conf igura-

tions to hold a known trim condition was accomplished with the aforemen-

tioned results. It appears that the low frequency (phugoid) motion equa-

tion (forward velocity) is most sensitive to accumulated error. Furthermore,

it was demonstrated that the hybrid linkage and analog mode transients in-

duced a significant amount of accumulated errors into the airframe mechani-

zation.
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7. CONCLUSIONS AND RECOMMENDATIONS

A linear airframe simulation was constructed with an all analog, 3

hybrid, and all digital computer configuration so as to investigate the

effects of controllable error sources on solution accuracy. In many in-

stances, the analog mechanization provided for the most accurate results,

but the program size capability is extremely limited. For the hybrid con-

figurations, large peak power magnitude shifts at a reference frequency

were observed for the phugoid mode variables. This result is attributed

to the hybrid linkage time delay and word length. Short period dynamics

were greatly affected by digital frame time and hybrid linkage quantization

resolution. For digital mechanizations, choice of numerical integration

technique directly influences the stability of the simulated system.

Since the complexity of aerospace simulation problems makes pure ana-

log computation obsolete, attention should be focused on digital mechaniza-

tions. The multiple CPU configuration with an I/0 link computer set-

up looks promising for use with special purpose high-speed processors. It is

recommended that further research be initiated to determine the effective-

ness of Array Processors in manned aerospace simulations. Since higher-

ordered numerical integration techniques offer improved results, further

research should indicate the fpasibility of the use of Array Processors for

high-speed/high-order nonlinear numerical integration. Also since many sim-

ulations do require an analog interface, it is further recommended that high.

speed hybrid linkage methods and hardware be investigated.
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APPENDIX A.

THEORETICAL AIRFRAME

The longitudinal three-degree-of-freedom response of an airframe to

an elevator input was considered in this study. The equations-of-motion

representing this airframe are:

= X w + X u - go (A-l)W U

7= Zw + Zu + U q + Z 6e (A-2)
w u 0 e

e

Mu+M. 'r + M w + M q + M 6 (A-3)
u w w q 6 e

e

Equation A-1 represents the forward velocity acceleration equation,

while the vertical velocity acceleration and pitch acceleration equations

are represented by equations A-2 and A-3, respectively.

This set of equations maintains the following assumptions:

1) The airframe is assumed to be a rigid body.

2) The earth is assumed to remain fixed in space. The earth's

atmosphere is also fixed with respect to the earth.

3) The mass of the airframe is assumed to remain constant.

4) The x-z plane of the airframe is assumed to be a plane of symmetry.

5) The disturbances from the initial steady flight conditions are as-

sumed to be small such that the products and squares of the change

of velocities are negligible compared with the changes themselves.

Also, the disturbance angles are assumed small enough such that the

sines of these angles may be set equal to zero and the cosines set

equal to one. Products of these angles are approximately zero and

are therefore neglected. Air density remains a constant since the

airframe perturbations are small.
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1j W
6) Under steady flight conditions, the airframe is assumed to be in a

wings level condition with all velocity components zero except the

initial true airspeed, U . Stability axes are used as the reference
0

axes; therefore, the initial vertical velocity, W , is zero.
0

7) The flow is assumed to be quasi-steady.

8) Stability derivatives whose magnitudes are small compared to the other

stability derivatives are assumed to be negligible. These include:

a) X., X-force due to the rate of change of vertical velocity
w

b) Xq, X-force due to pitch rate

c) Z., Z-force due to the rate of change of vertical velocity

d) X6 . X-force due to elevator deflection
e

e) Zq, Z-force due to pitch rate

f) Tu, Thrust force due to the change in forward velocity

g) T. , Thrust force due to change of engine revolutions-per-
°RPM

minute

9, Under steady state conditions, the flight path is assumed to be
horizontal, yo -- 0

If equations A-1 through A-3 are considered to be a set of linear ordin-

ary differential equations with constant coefficients, they can then be re-

written in Laplace form as:

(s-X )u(s) - X wW(s) + ge(s) = 0 (A-4)uw

-Z u(s) + (s-Zw)w(s) - sU e(s) = Z5 6 e5)
e

-M u(s) - (SM.+M )W(S) + (S-M )Se(s) = M_ (A-6)
u w q e e
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Longitudinal transfer functions may then be written in determinant

form for the response to an elevator deflection. For the forward velocity

response,

0 -xg
w

e

1.1 -(sM.+M ) (s-M )s

U(s) - e (A-7)

es) (s-X _x _g

-Z (S -Z ) -S U

-M -(sM-+M ) (S -M )su w w q

which reduces to the following linear transfer function form:

u~s) -u u u(A-8)
e (S) D1

where:

A - Z x (A-9)
e

B -- Z (gm.+M X) + M6 (U X g) (A-1 )

e e

104

1It _ _



'M 1

Also,

D =As 4 + BS 3 + CS 2 + DS + E A-12)1A12

where:

A I (A-l3)

B -(M +X +Z +U M.) (A-14)
q u wo w

C - ", Z - U "1 + xu(Mq+Zw+UoM.) -XZ (A-15)
qw ow u q w ow wu

D - -X u(Mq Z w-U ) - M U X + M X Zuq ow u ow q wu (A-16)

+ g(M Z u+M )

E - g( Mw Z u-Mu Z w ) (A-17)

For the vertical velocity response of the airframe, the determinant

form yields:

(s-X) 0
U

-Z U z 6 -s U0u e 0

-M "I (s-M )s
w(s) - u 3e q(A-18)

6e (s) D1

which reduces to the following linear transfer function:

A s3 + B s2 + C s + D
w(s) . w w w w (A-19)

6e(s) D1
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where:

A Z (A-20)
e

Bw --Z6 (Mq+X) + M6 U (A-21)
e e

Cw = Xu(Z6e Mq-Me U) (A-22)

Dw = g(Z6 Mu-M 6 Z) (A-23)
e e

Similarly, for the pitch attitude response to an elevator surface

input, the determinant form yields:

(s-X) -X 0

u w

-Z (s-Zw ) Z
u w6

-M -(sM.+M w ) M
6(s) = e (A-24)

6 (s) D

which reduces to:

e(s) AO S2 + BoS + Ce
= C(A-25)

6e (s) D1
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where:

A = Z M. + M (A-26)o e e

B = Z (Mw-M. -M (Xu+Z) (A-27)
e e

C = Z (MuXw-MwX) + M6 (XuZw-XwZu) (A-2 8 )

e e

Having established linear transfer functions representing the for-

ward velocity, vertical velocity, and pitch attitude responses of the

airframe, the following numerical values were used for the aircraft mech-

anization utilized in this study:

X = 0.0016
w

X = -0.0097
u

Z = 1.43
w

Z -- 0.0955
u

Z= 69.8
e

M - 0.0
u (A-29)

M - -0.0235
w

M - 1.92
q

M6 = 26.1
e

M. -- 0.0013
w

U - 660.0
0

g - 32.1725
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Combining equations A-29 with A-8 through A-28, the longitudinal trans-

fer functions reduce to:

u(s) = 1.54627073 (s 2-7251.566697s-10295.4342) (A-30)

6e(s) _ + + s + +

n n 2 n
p 

sp

Ict(s) 1 [(s) \ 1.4640093 (s 3+248.46705s 2+2.4126074s+1.1497135) (A-31)

e (S)U 0 (~ 2 +2is oe ± +1 27sps+

np n
(W p nP sp

O(s) 360.0582073 (s 2+1.38254518s+0.0134 64 05) (A-32)

2 W
s2n n nfn p sp sp

where:

W - 0.06292853 radians/second
n
P

- 0.07158915
(A-33)

W - 4.27106544 radians/second
sp

; s1 0.49285126
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For an exponential elevator surface input of:

6(t) =e -ft >i (S) (A-34)e e s-f

equations A- 30 and A-32 then have the form of:

KK( (s2+alS+ao)

f(s) = (A-35)

(s+f) + +) + - +)

\w nI  1 ) n 2 n 2

Taking the inverse Laplace transform of A-35, the time history re-

sponse is obtained as:

f(t) 2 -ft 1 e1nt i(2

f2t)e + Be- in 1  (wn t t-l)

(A-36)

T~e~ ~COS (w 1](A36
22 n -2t-)

7 2
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where:

f2 _ a1f + aoA 1... (A-37)
A Wn f) 2 + W2(1_ 2 [2 -2f)2 + 2 (1-21(

[In n 1  1 2 n 2 2

22 2 2 a 2 2 22 2

I 4 ,(1- 2 ) (A-38)

+2w 2  2

2 ~2 a1 2 2  2 1 n 1

2 2  W2 ( 2 + a 2 +-) 2 )( a W 2

2 J n 2) n 2  -0J - n 2 1
21n 2 n 2 2 2 222i0n1 19)

n 2 2 2 n 2  1 1 2
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2-i inn - " -a2 2 -a +la

tan . .n + tanL 1:) (a1 -2 n

(A-40)

-I 2 n n

+ tan 21 2 2L 2 Wn 2- CI Wnl) + W n2 (- 2 ) - nl l-)

2 ~ ~ ~ ~ n W 2 w2(1C a W

-1 2n n 2 1
= tan- 2 - a 2 n2 +n

Wn2 2 (al2 2 W2 f - ¢n

(A-41)

Substituting the numerator coefficients of equation A-32:

a = 0.01346405
0

a, = 1.38254518

K = 360.0582073
and f = 5.0

along with equations A-33 into equations A-36 through A-41, the theoret-

ical patch attitude response is obtained as:

.. ....I i ' = . . . . ---..""



ect) =26.01K. [0.0326794le- 5t

" 0.01509994e-045t COS(0.06276707t-0.06548318) (A-4 2)

+ 0.0506577e- 2 .104 9 99 98t COS( 3.7l 6 3l 2 02t-2 .80095432)1

Substituting the numerator coefficients of equations A-30:

a -10295.4342
0

a 1 =-7251.566697

K = 1.54627073

and f = 5.0

along with equations A-33 into equations A-36 through A-41, the theoretical

forward velocity perturbation response is obtained as:

u(t) =0.1117K i[46.91813685e-5t

+1797.934575e- 004505t COS(0.06276707t-4.69510339) (A-43)

+85. 9481544e -2. 10499998t COS(3.71631202t-1.75616825)

For the angle-of-attack perturbation, if the elevator surface input

described by equation A-34 is combined with equation A-31, the Laplacian

response then takes the form:

f (s) K K(s 3+a 2s 
2+a Is+a 0  (A-44)

(s+f)( + +1 n2 -+ 2 )

112



Taking the inverse Laplace transform of A-44, the time history response

is obtained as:

,f (t2 K [ -ft 1 B e- I Wnl t  i 2_
f ) -- K-nl [ e + n 1 COS (Wn " 1

1 (A-45)

+ 1 e- 2 n2 t COS (n - 22t-

where:

-f3 + a2 f2 a 1lf + ao

A2)] (A-46)

W 1 [3wn 2(1I) - l a2 f -W n(l- i!  - a,~lwnl + ao

n +n. n 231 1n 2a lwnl (-7

, 2 )] 2 2 2 2 2
+ 2 (1-; 1 W (1- 2a +_ a (

B-1 1 1 -(A-47)

)2 2 2]n2 2 2 2(2)] 2
+ 1 4-n2(l 2 (2,)n2W I ) } i (1-;u (1) 1  n [c 2 ~ 2 ~ 1 n n n 2

2 2 1

+4w 2(1- 2 )G~ -~ W I2
2 2i'
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f2'2 n n ~ ~ 1; 2 2 n + a_2  nI_ 2 - aj 2wn2 + a0J

w 2 ( -;2) _ w 2 2 2a w + a

n n 2 n 2  n2n 2 2 2 n 1

n2 2 2 1 (A-48)

2 2 + 2 2 21 (_2) 2
1

2w (l-,2) 21
+4w (1-c )( 2 -W i)

2 2 a2 2a12W 2 2 .-2

I w 1 l + a2  1 cnl(l-a1) - w + a

= tan - ] 1l-n
-1 ( 3C 1[ww(1-C 2a1 iJ + a]

°n 1 3 lW nl ( - a21 n

2w i 2  (,~ 1
" tann 1 - in 2- n (A-49)

tan 2 2 2 2 '2
(%2w~n2 -l~nl) -won(l-E;l) + n21 -'2)

+ tani I
L1
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%L 3w 2 (1-i) 2 2 W + a 2  2  - W- a ~Wn +a

=2 tan 1 n( 2 2 2 n - 2n 2 2] 2n2 0

2 22 2 2

2 lC2 2
2w n C 2 (ClWn 2w n)A-0

+ tan 1 2(-O

W 2 W 2+ 21.2)
2 1  2 1

+~~~ talwn

-1 2

Now, substituting the numerator coefficients of equation A-31:

a = 1.1497135

a= 2.4126074

a2  248.46705

K = 1.4640093
and f = 5.0

along with equations A-33 into equation A-45 through A-50, the the-

oretical angle-of-attack response is obtained as:

ActMt) = 0.1057576K I[10.969296e-5t (A-5i)

" 0.028947501e- 04 50t C0s(.06276707t-1.5332583)

" 14.071923e 2.104 99 99 8t COS(3. 71631202t-2.4648131)]

Hence, closed-form solutions to linearized longitudinal equations-of-

motion have been derived utilizing Laplacian methods and are depicted in

equations A-42, A-43, and A-51 for the pitch attitude, forward velocity,

and angle-of-attack responses, respectively.
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APPENDIX B.

SIGNAL ANALYSIS FOR THE INVESTIGATION OF COMPUTER ERRORS

The Bode analysis program generates Power Spectral Densities Bode gain

and phase angle plots and Accuracy Charts for arbitrary time histories.

The program is totally user interactive and contains many plot options.

In the Bode program, the gain and phase angle generated is plotted relative

to a specific sinusoidal forcing function at various frequencies. The same

results however can be generated by measuring the system output as a func-

tion of a sum-of-sines forcing function. In this study, 512 sine waves

(with various frequencies) were summed for each cycle of the digital computer

to create the airframe forcing function. Airframe response due to this

sum-of-sines surface input then constituted a valid output response for a

Bode analysis.

The Bode analysis itself utilizes Fast Fourier Transforms to create a

Power Spectral Density (PSD) from a time history response. Initially,

the time history vector is transformed to a complex frequency vector. For

a system input variable (such as elevator surface), the process is defined

as:

x = Xt X (B-l)

Similarly, for an output variable (such as pitch attitude, angle of attack,

and forward velocity), the process is defined as:

Yt M Y (B-2)

w

The PSD is then defined as:

G X X W (B-3)
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li

G Y Y (B-4)

yy W

Where:

,

X = complex conjugate of X

Y =complex conjugate of Y

The parameter G was the main variable of interest in the investigation

of the effects of error sources on airframe solution accuracy, as presented

in Section 4. The variable Adb, as defined in Section 4, was the difference

between the power of the simulated (numerical) system and the power of the

theoretical (analytical) solution.

For Bode plot generation, the cross-spectra was obtained as:

G =X Y (B-5)
xy W W

The Bode gain and Phase, respectively were then generated by:

GIGI =YY (B-6)
G
xx

and

-1 Imaginary Part of G

tan "Real Part of G (B-7)
xy

In Section 5, which discusses the effects of digital computer frame time,

JGJ and * were plotted against frequency, w.
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After Bode gain and phase information is generated for both the num-

erical and theoretical systems, the accuracy error is generated by:

IGth  G

e O() - (.i- ) (B-8)G th

th
where G = complex gain of theoretical system

OW~)

and

G complex gain of numerical system.

OjW)

In Section 5, the accuracy chart plotted e as a function of frequency w.
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